
GENESIS

Inculcating leadership qualities,
adaptability, and ethical values.
Imparting quality education in the
field of electronics, communication,
and related areas to meet the
challenges in the industry, academia,
and research.
Nurture the growth of each individual
by providing a dynamic and conducive
learning environment.

MISSION

To be recognized at the national and
international level for excellence in
Education and Research in Electronics
and Communication Engineering.
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DEPARTMENTAL ACTIVITIES

ABHYUDAYA ‘ 23 - PHASE II
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School outreach programs involve

partnerships between educational

institutions and various entities

such as corporations, organizations,

governmental agencies, or

municipalities. These partnerships

help bring the resources of the

partnering entity into the

classroom. 

.Abhyudaya’ 23 – Phase II served as an orientation class tailored for 10+2

students, designed to foster awareness, develop a positive attitude, and ignite

an interest in electronics among school students. The primary focus was on

providing exposure to the field of electronics, generating motivation, and

instilling enthusiasm to delve deeper into this area. The program was organized

by the Association of Electronics and Communication Engineering Students

(ACES) and Dept. of Electronics and Communication Engineering, ASIET. The

program was attended by students from Govt HSS Chowara. The Sessions were

handled by Dr. Rahul Krishnan and Mr. Manesh V M of ECE Dept.

The main objective of the program was to opens up a whole new world of

Electronics for the students which do imbibe a strong interest for the area in

the career of the student.

.
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School outreach programs entail collaborations between educational institutions

and entities such as corporations, organizations, governmental agencies, or

municipalities, aiming to bring the resources of the partnering entity into the

classroom. As part of this initiative, the Department of Electronics and

Communication Engineering (ECE) organized a career guidance program for

diploma students. The sessions were conducted by Dr. Rahul Krishnan, Assistant

Professor in the ECE Department. The primary objective of the program was to

open up the vast world of electronics for students, fostering a strong interest that

could shape their future careers.

CARRIER GUIDANCE PROGRAM

FACULTY ORIENTATION PROGRAM

The Faculty Professional Enrichment

Cell (FPEC) and Internal Quality

Assurance Cell at ASIET jointly

organized a Two-day Faculty

Orientation Program on the 23rd and

24th of January 2024. The program

aimed to equip newly joined faculty

members with essential tools,

knowledge, and skills to excel in their

teaching careers at ASIET. 
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The orientation provided participants with insights into the institution’s culture,

policies, and effective teaching practices. During the program, Dr. Bobby Mathews

C, Professor and Head of IQAC (Internal Quality Assurance Cell) from the ECE

department, delivered an excellent class on IQAC Activities & CDM Preparation.

Ms. Aswathy, Assistant Professor in the ECE department, played a significant role

as one of the coordinators in the program. The participants left the program with a

renewed sense of enthusiasm and readiness to embark on their teaching journey

at ASIET.

FACULTY ACHIEVEMENTS
Dr. Rahul Krishnan published a paper titled “Enhancing accessibility: object

detection and optical character recognition for empowering visually impaired

individuals” on IET Digital library (DOI:  10.1049/icp.2023.2893). 

1.

Dr. Ramu R, Mr. Manesh V M and Ms. Savitha Raghavan has successfully

completed ATAL Faculty Development Program on "AI - Driven Semiconductor

Technology" at Rajadhani Institute of Engineeting and Technology, Attingal from

15th to 20th January 2024.

2.

Mr. Prasanth P Menon, Mr. Prajeesh P A, Ms. Anju George and Ms. Arya Paul  has

successfully completed ATAL Faculty Development Program on "Under water

Robotics - Research Applications" at KMEA Engineering College from 15th to 20th

January 2024.

3.

Mr. Albins Paul has successfully completed ATAL Faculty Development Program

on "Research Applications in Artificial Intelligence and Machine Learning" at

SJCET, Palai from 8th to 15th January 2024.

4.

 Ms. Aswathy N has successfully completed ATAL Faculty Development Program

on "Exploring Explainable and Generative AI in Contemporary Machine Learning"

at ASIET, Kalady from 15th to 20th January 2024.

5.

 

https://doi.org/10.1049/icp.2023.2893
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ASIET hosted the vibrant logo launch

event on January 31st to unveil the logo

for Brahma 2024. The festivities began

with an energetic flash mob, captivating

the audience with synchronized dance

moves. Following the electrifying

performance, the much-anticipated

moment arrived with the reveal of the

Brahma 2024 logo, symbolizing the fusion

of technology and culture.The college

band then took center stage, enhancing

the atmosphere with melodious tunes,

creating a harmonious blend of music and

celebration. The student behind the

captivating logo was recognized and

awarded a cash prize, adding a moment of

appreciation to the event. The well-

orchestrated logo launch event

contributed to an engaging and

memorable evening, setting the tone for

the upcoming national techno-cultural

fest, Brahma'24, to be helf on 29th

February, 1st March, and 2nd March at

ASIET.

BRAHMA ‘ 24 LOGO LAUNCH 



UPCOMING EVENTS

RIG (RESEARCH INTEREST Groups) COURSES
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The second edition of the highly anticipated Research Interest Groups (RIG)
Certificate Courses, proudly presented by the ECE Department is set to commence
this month. Beginning on February 5th, these certificate courses are thoughtfully
crafted to offer students a comprehensive understanding of various technical
domains, featuring hands-on experiences that are directly applicable in industry
settings. 
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PLACEMENTS

ESAF BANK

Dhoot transmissions
Congratulations to Raveena Anil and
Sreehari L of S8 ECE B for getting placed
at  Dhoot Transmissions, It operates the
business in products as diverse as Wiring
Harnesses, Electronic Sensors and
Controllers, Automotive Switches, Power
Cords, Automotive Cables, Connectors
and Terminals etc.
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PEntagon space
Congratulations to Swetha P Mallaya, Radhika Radhakrishnan and Raymond V
Joseph Roy of S8 ECE B of for getting selected at Pentagon Space, a pioneer in IT
Software Courses where we provide various trainings on Java full stack, Python full
stack and Testing and Automation etc.

Congratulations to Raymond V
Joseph Roy, Sreehari L, Udith G
Menon and Sreekarun A  of S8
ECE B, for getting placed at ESAF
Bank, an Indian small finance
bank headquartered in Thrissur,
Kerala, providing banking
services and small loans to the
underbanked.



PROUD REPRESENTATION AT THE REPUBLIC DAY PARADE

10

SHARING HAPPINESS OF SUCCESS

Aparna Prasad from S6 ECA made an
indelible mark as she participated in the
Republic Day Parade at Karthavya Path, New
Delhi, on January 26, 2024. Her selection for
this prestigious event serves as a testament
to her unwavering dedication and prowess.
Aparna's representation not only honored
our institution but also showcased the
caliber and spirit of our students on a
national platform.

Aparna Prasad, S6 ECE A

Along with the President



TECH TALKS
Unlocking the Potential: The
Power of Explainable AI

Manesh V M, 
Asst Professor, 

ECE Dept

Artificial Intelligence (AI) has rapidly advanced, impacting various
fields with machine learning (ML) and deep learning (DL) playing
key roles. From computers playing chess to self-driving cars, DL
methods, especially in computer vision (CV), have outperformed
traditional approaches, achieving breakthroughs in challenges like
ImageNet. Success extended to natural language tasks and gaming

Critical decisions in healthcare diagnoses and military applications face doubt due to the
lack of transparency in ML predictions. This led to the emergence of XAI, a field dedicated
to developing AI systems that not only provide accurate predictions but also offer clear
and understandable explanations for their decisions. XAI aims to address the "black-box
problem" by emphasizing transparency and interpretability, making AI models more
trustworthy for human users.
While existing surveys on XAI often focus on "What, Why, and How," this survey takes a
multidisciplinary approach, emphasizing the role of human-computer interaction (HCI)
skills in transparent model development. It explores keeping humans in the loop for model
understanding & introduces responsible artificial intelligence, considering societal values
and ethical concerns to enhance real-world usability
Fundamental Concepts of XAI:
The integration of explainability into Artificial Intelligence (AI) has been a longstanding
objective, gaining momentum since the early 1980s. XAI has transitioned from being a
choice to a necessity, with explanation methods evolving from textual formats to more
sophisticated visual aids. This section elucidates fundamental concepts crucial for a
comprehensive understanding of the rapidly growing field of XAI.
Black-Box Model: 
A pivotal issue that catalysed the inception of XAI is the black-box problem. In XAI, a black-
box model refers to a machine learning model that operates opaquely, where its internal
workings are not easily accessible or interpretable. These models make predictions based
on input data, but the decision-making process remains elusive to the user. This lack of
transparency poses challenges in understanding the model's behavior, detecting biases or
errors, and holding it accountable. he term "black box" is often juxtaposed with "white box"
or "transparent" models, where internal workings are easily interpretable, fostering user
understanding & trust. Successful models, like Deep Neural Networks (DNNs), despite their
effectiveness, may lack transparency, necessitating solutions for broader applicability. 
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such as AlphaGo defeating a human world champion in 2016, marking a significant
milestone. The AI market is expected to reach $190.61 billion in 2025. However, concerns
about transparency arise with successful AI models, particularly Deep Neural Networks
(DNNs). The complexity of DNNs makes it challenging for users to understand the
reasoning behind decisions, creating a "black-box" nature. As AI applications become more
critical, the need for explainable AI (XAI) emerges to ensure accountability and trust in AI-
generated predictions. 



Interpretable Machine Learning:
Interpretable Machine Learning is a critical facet, especially when dealing with black-box
models. Interpretability refers to the ease with which a model's predictions can be
understood, audited, and debugged. Despite its significance, quantifying interpretability
remains challenging, often leading to the conflation of terms like "interpretability" and
"explainability." The interpretability of machine learning models becomes crucial in
scenarios where understanding the rationale behind predictions is essential for auditing
and debugging. Examples, such as a deep learning model misclassifying canines or
predicting antidepressant medication outcomes incorrectly, emphasize the need for
interpretability. The SHapley Additive exExplanations (SHAP) technique is one approach,
applied to machine learning models to provide explanations for specific predictions. By
identifying influential factors, interpretable versions of models can enhance accuracy,
reliability, and identify potential biases or errors.
Interaction of Explainability With AI:
Explainability has gained increasing importance as AI systems impact critical decision-
making in areas like healthcare, finance, and criminal justice. Several ways elucidate the
influence of explainability on AI:

Model Interpretability: The focus is shifting towards developing interpretable AI
models, ensuring that users can comprehend and explain the decision-making process.

1.

Regulatory Requirements: Certain industries and regions are introducing regulations
mandating AI systems to be explainable, fostering accountability and transparency.

2.

Trust and Adoption: Explainability plays a pivotal role in building trust in AI systems, a
crucial factor for their widespread adoption and use.

3.

Model Validation: Explainability aids in validating decisions made by AI models,
ensuring freedom from biases and errors.

4.

Debugging and Improvement: Insights provided by explainability facilitate the
identification and rectification of errors or biases in AI models, contributing to their
improvement.

5.

The interaction underscores the need for transparent, interpretable, and trustworthy AI
systems to ensure responsible deployment across various domains.
Different Application Domains of XAI: 
The increasing emphasis on explainability in AI algorithms signifies its critical importance.
Exploring the domains where eXplainable Artificial Intelligence (XAI) can revolutionize: 

Healthcare: XAI can enhance interpretability in medical diagnoses and treatment
recommendations, ensuring better understanding and trust among healthcare
professionals and patients. 
Finance: In the financial sector, XAI can provide transparency in credit scoring,
investment recommendations, and fraud detection, promoting fair and accountable
decision-making. 
Autonomous Systems: XAI is essential in the deployment of autonomous systems,
ensuring users can comprehend the decisions made by self-driving cars, drones, and
other automated technologies. 
Human Resources: XAI can enhance fairness and transparency in HR processes, such as
recruitment and performance evaluations, reducing biases and promoting equity. 
Education: In educational settings, XAI can contribute to personalized learning
experiences, providing clear insights into the decision-making behind educational
recommendations
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The Significance of Explainability:
Artificial Intelligence (AI) has revolutionized industries, but the opacity of AI models, often
operating as "black boxes," poses challenges. Explainable AI (XAI) emerges as a solution,
aiming to demystify complex AI decisions. This imperative is driven by various needs:
1. Need for Reasoning:

Humans seek reasoning over incomprehensive AI decisions.
XAI promises accurate, trustworthy, and accountable predictions.
Legislative demands, like the "right to explanation" act, mandate AI explainability.

2. Need for Innovation:
XAI fuels the quest for innovative, effective algorithms.
Unravels novel concepts, aiding advancements in diverse fields.
Facilitates medical research, enhancing diagnostic capabilities.

3. Need for Regulation:
Addresses the fragility of Deep Neural Networks (DNNs) and adversarial attacks.
Regulatory frameworks, like GDPR, mandate AI explainability for accountability.

4.Need for Advancement:
Acts as a stepping stone for AI accuracy and recognition.

5. Fair and Ethical Decision Making: 
AI ethics guide right and wrong in AI applications. 
XAI addresses data quality, algorithmic bias, and ethical principles. 

In contemplating the future, it is essential to continue advancing research in Explainable AI
to make it more accessible and applicable across various domains. Collaboration between
researchers, industry professionals, and policymakers will be crucial in establishing
standards and guidelines for the implementation of transparent AI systems. This final
section emphasizes the long-term vision for Explainable AI, including the integration of
ethical considerations, ongoing research directions, and the potential societal impact of
widespread adoption of transparent AI technologies. Ultimately, Explainable AI not only
enhances accountability but also empowers users to make informed decisions, fostering a
responsible and ethical AI landscape that aligns with societal values.
Conclusion:
Explainable AI is super important for the growth of artificial intelligence because it makes
decisions transparent and accountable. When we use AI in different ways, it's really crucial
that we can understand how it makes decisions. The journey from not understanding how AI
works (the black box dilemma) to a future where it's clear and easy to understand involves
overcoming challenges and coming up with new solutions. To create a responsible and
ethical AI world, groups like organizations, researchers, and policymakers need to work
together. They have to tackle problems, make sure everyone understands how AI works, and
keep up with the rules and regulations. Making AI understandable isn't just about being
accountable; it's also about making sure people feel confident using it. In the future, as
research in Explainable AI keeps getting better, rules are set, and ethics are considered, AI
will become clear and match up with what society values. By solving the mystery of how AI
works, we're building a future where it not only changes industries but also follows
important values like fairness, trust, and being responsible. Making decisions
understandable through Explainable AI isn't just a tech achievement; it's a promise to a
future where AI helps people with transparency and accountability. 
Reference: Hassija, V., Chamola, V., Mahapatra, A. et al. Interpreting Black-Box Models: A Review on Explainable
Artificial Intelligence. Cogn Comput 16, 45–74 (2024). https://doi.org/10.1007/s12559-023-10179-8
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The Unseen Revolution : Edge Computing
What is Edge Computing? 

TECH TALKS

Mr Akshay Prabhu
S1 ECA

Advantages of Edge Computing

By processing data locally, edge computing greatly reduces latency, thus making it ideal for
quick demanding applications, IoT devices, etc.. Edge computing also minimizes the need
for constant communication with centralized servers and thus optimissing bandwidth
usage. It offers a more distributed and scalable approach. Scaling can be achieved by
adding more edge devices or local servers as needed. Edge computing is ideal for
applications that demand low latency, such as IoT, autonomous vehicles, augmented
reality, and other real-time processing scenarios. It can also enhance privacy by keeping
sensitive data localized, reducing the risk of exposure during transmission to a centralized
server. It also allows for localized security measures. Edge computing greatly enables more
efficient and real-time decision making. These advantages greatly boost its applications
across the technological Industries! 
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Edge Computing is a distributed information technology architecture in
which the client data is processed at the periphery of network, as close to
originating resources as possible .In traditional computing, the data
processing occurs on centralized data centers or cloud servers. All data
from various devices is sent into these central locations for analysis and
processing Whereas edge computing reduces the need to transmit all data
to centralized servers. . 

What is Edge Computing? 



TECH TALKS
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Applications across industries

Edge computing enables real-time processing of data from various sensors and devices
which are used in traffic management, waste management, public safety,etc. Medical
applications such as Remote patient monitoring and surgical robots greatly helps the
healthcare to track vital signs and respond to its changes without relying on centralized
servers and reducing latency enabling precise and timely responses in surgical procedures.
Edge computing is used for predictive maintenance in manufacturing plants, analyzing
sensor data locally to identify potential equipment failures before they occur, minimizing
downtime. It enables real-time analysis of production line data, ensuring quality control
and reducing defects by addressing issues immediately.Edge computing also helps
retailers optimize inventory management by processing data from RFID tags and sensors in
real-time, allowing for more accurate stock levels and reducing out-of-stock situations.
Edge computing is also crucial for autonomous vehicles, allowing them to process sensor
data locally to make instant decisions, improving safety and responsiveness. It is an
integral to the deployment of 5G networks, enabling low-latency processing at the edge for
applications like augmented reality, virtual reality, and real-time video streaming.

Challenges of Edge Computing

Even though edge computing serves so many great purposes and opportunities, it still
comes up with challenges. The conerns include security, standardization, scalability, edge-
cloud integration, latency management, data pricacy, reliability and redundancy, resoure
constraints, etc. Overcoming these hurdles is crucial for widespread adoption. Researchers
and proffessionals are actively working on solutions.

In conclusion, Edge Computing has a great potential to reshape industries by
revolutionizing data processing. It offers reduced latency, increased efficiency and real-
time decision making. This technology holds the key to transform healthcare,
manufacturing, transportation, IoT, etc. Byprocessing data faster and closer to its sources.
By minimizing the reliance on centralized servers, it enhances scalability, security and
overall system performance to a great extent. As the use of IoT and other autonomous
systems increases in the industry, the role of edge computing becomes pivotal in shaping
the future of tecnology with a reliable and efficient interconnected digital landscape.
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